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Abstract:

This paper presents a theoretical design of how a nonlinear $H_\infty$ optimal control is achieved for delayed recurrent neural networks with noise uncertainty. Our objective is to build globally stabilizing control laws to accomplish the input-to-state stability together with the optimality for delayed recurrent neural networks, and to attenuate noises to a predefined level with stability margins. The formulation of $H_\infty$ control is developed by using Lyapunov technique and solving a Hamilton-Jacobi-Isaacs (HJI) equation indirectly. To illustrate the analytical results, three numerical examples are given to demonstrate the effectiveness of the proposed approach.
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1. Introduction

The past two decades have witnessed enormous advances in building artificial computational systems toward real world applications, among which the system of recurrent neural networks has become one of the most promising systems used in many scientific areas, such as modeling biological sensor-motor systems, system identification and control, content-addressable memory, pattern recognition, image processing, and combinatorial optimization, etc. Many applications of them require a well-defined solution for all possible initial conditions under different circumstances. From a mathematical point of view, this signifies that the network should have a unique equilibrium point, which is both stable and globally attractive. Therefore, the study of both stability and controllability for recurrent neural networks has become an important issue in the last two decades, especially in the area of delayed recurrent neural networks, see, for example, [1-25], and reference therein.

Due to the presence of the disturbance in the real world, a real system is usually influenced by both internal and external random perturbations that are also called as noises. With respect to neural networks, the noise is an unavoidable factor that should be taken into consideration during the implementation of artificial neural networks. Therefore, in the past few years, the study of noisy recurrent neural networks (also known as stochastic recurrent neural networks) has started to attract the attention from the research community. Some interesting results can be found in [26-30]. However, most researchers in the literature deal with this problem by considering stochastic models and methodologies. Few authors have handled the problem from the perspective of deterministic models and systems, with which simpler approaches could be generated to attenuate the impact of the noise.

From the viewpoint of control theory, the noise (also called disturbance) attenuation belongs to the subject of robust nonlinear control problem, which has been widely studied as a nonlinear $H_{\infty}$ control problem or a differential game problem, see, for example, [31-35], and reference therein. Because it is too difficult to solve the Hamilton-Jacobi-Isaacs (HJI) equation, the problem of finding a direct $H_{\infty}$ optimal control solution for general nonlinear systems still remains open. Recently, the
study of robust control for the stability of delayed recurrent neural network has been reported in [36] and [37]. The controllers developed in those two papers were constructed by using linear matrix inequality (LMI) approach. To the best of our knowledge, no publication presents results about nonlinear $H_{\infty}$ optimal control for delayed continuous-time recurrent neural networks with noise uncertainty modeled by deterministic systems via solving a Hamilton-Jacobi-Isaacs equation.

Motivated by the discussions above and based on our previous study [30] for stochastic neural networks, this paper presents how a nonlinear $H_{\infty}$ optimal control is achieved for deterministic noisy time-delay recurrent neural networks. The main contributions and the originality of our research are as follows: (1) A nonlinear $H_{\infty}$ optimal control is developed for noisy time-delay recurrent neural networks modeled by a deterministic system, which is a simpler approach than the one developed in [30] to handle the impact of the noise. (2) A state feedback stabilizing control is also developed to guarantee that the system of noisy time-delay recurrent neural networks is input-to-state stability, which is a stronger control than the one developed in [30] with respect to stability margins. In addition, three examples are used to demonstrate the effectiveness of our approach. The rest of the paper is organized as follows. In Section 2, we present the problem formulation and mathematical preliminaries. In Section 3, we detail the theoretical results. In Section 4, we demonstrate the performance of our design with two numerical examples. Finally, the conclusion of the paper is given in Section 5.

2. Problem Formulation and Preliminaries

Based on the standard formulation given by [38], we consider the following deterministic model of noisy time-delay recurrent neural networks, which is derived from the most common model of delayed recurrent neural networks [39] in the literature plus an unknown noise signal $\Psi_i$

$$\dot{x}_i(t) = -\lambda x_i(t) + \sum_{j=1}^{n} w_{ij} f_j(x_j(t)) + \sum_{j=1}^{n} w_{ij}^2 g_j(x_j(t-\tau)) + u_i + \Psi_i$$

(1)

where $i = 1, 2, \ldots, n$. Mathematically, this can be described by the following matrix-vector compact form

$$\dot{x}(t) = -Ax(t) + W_1 f(x(t)) + W_2 g(x(t-\tau)) + u + \Psi$$

(2)
where $x(t) \in \mathbb{R}^n$ is the state of the time-delay recurrent neural network, $u \in \mathbb{R}^n$ is the input, $A = \text{diag}(\lambda, \cdots, \lambda) = \lambda I \in \mathbb{R}^{n \times n}$ and $\lambda > \frac{1}{8} \gamma^{-2} > 0$ ($\gamma$ is a design parameter), both $f(x(t)) = [f_1(x_1(t)), \cdots, f_j(x_j(t)), \cdots, f_n(x_n(t))]^T \in \mathbb{R}^n$ and $g(x(t-\tau)) = [g_1(x_1(t-\tau)), \cdots, g_j(x_j(t-\tau)), \cdots, g_n(x_n(t-\tau))]^T \in \mathbb{R}^n$ are vector functions, in addition, $f_j(x_j(t))$ and $g_j(x_j(t-\tau))$ are sigmoidal functions (scalar ones) that model the nonlinear input-output activations, $W_1 \in \mathbb{R}^{n \times n}$ and $W_2 \in \mathbb{R}^{n \times n}$ are weight matrices, $\tau \in \mathbb{R}^+$ is the time delay, $\Psi \in \mathbb{R}^n$ is an unknown noise signal that belongs to either $L_2$ or $L_\infty$.

**Remark 2.1:** The model (2) represents a very general recurrent neural network model that includes the popular Hopfield neural networks, the paradigm of cellular neural networks, the bio-directional associative memory networks, and several other neural networks frequently employed in the literature.

Our design goal is to develop globally stabilizing control laws that include a nonlinear $H_\infty$ optimal control for the delayed recurrent neural networks modeled by (2) to achieve the input-to-state stability together with the optimality, and to attenuate noises to a predefined level with stability margins.

Before we derive the main analytical results in the next section, it is necessary to introduce the following definitions that include a $H_\infty$ control background.

**Definition 2.1:** The norm $\|x\|$ of a vector $x$ is the Euclidean norm. If $A$ is a matrix, then $\|A\|$ denotes the Frobenius matrix norm, defined as $\|A\| = (T_r\{A^T A\})^{1/2}$, where $T_r\{.\}$ denotes the trace of a matrix. $L_2$ and $L_\infty$ denote the respective sets of measurable signals with finite norms $\|x(t)\|_2 = \left(\int_0^\infty x(t)^T x(t) dt\right)^{1/2}$ and $\|x(t)\|_\infty = \sup_{t \in [0,\infty)} \max_{1 \leq i \leq n} |x_i(t)|$. If $f : \mathbb{R}^n \to \mathbb{R}^n$ is a vector
field and $V: \mathbb{R}^n \to \mathbb{R}$ is a scalar function, the notation $L_f V$ is used to denote

$$\frac{\partial V}{\partial x} f(x) = \frac{\partial V}{\partial x_1} f_1(x) + \cdots + \frac{\partial V}{\partial x_i} f_i(x) + \cdots + \frac{\partial V}{\partial x_n} f_n(x).$$

**Definition 2.2:** The activation functions $f_j(x_j(t))$ and $g_j(x_j(t))$ have the following properties:

(i) $f_j(0) = 0$ and $g_j(0) = 0$.

(ii) The scalar functions $f_j(x_j(t))$ and $g_j(x_j(t))$ are monotonically increasing and globally Lipschitz continuous with Lipschitz constants $h_j > 0$ and $k_j > 0$, i.e.

$$\left| f_j(x_i) - f_j(y_i) \right| \leq h_j |x_i - y_i|$$

and

$$\left| g_j(x_i) - g_j(y_i) \right| \leq k_j |x_i - y_i|$$

where $\forall x_i \in \mathbb{R}$, $\forall y_i \in \mathbb{R}$, and $| \cdot |$ represents the absolute value.

**Definition 2.3** ($H_\infty$ Control Theory): (1) Linear System: As described in [34-35], the objective of the $H_\infty$ design for a linear time-invariant (LTI) system

$$\dot{x} = Ax + B_1 d + B_2 u$$

is to find a controller that for the worst-case disturbance ($d \in \mathbb{R}^q$) minimizes the following linear-quadratic performance functional

$$J(u, d) = \int_0^\infty \left( x^T Q x + u^T R u - \gamma^2 d^T d \right) dt$$

where $Q = Q^T > 0$ and $R = R^T > 0$ are matrices, and $\gamma$ is the disturbance attenuation level that is usually a prescribed value.
For the minimization of the performance functional \( J \), we are assured that the required unique positive-definite solution \( P = P^T > 0 \) of the generalized algebraic Riccati equation (GARE)

\[
0 = PA + A^T P + P \left( \frac{1}{\gamma^2} B_1 B_1^T - B_2 R^{-1} B_2^T \right) P + Q
\]

exists if \((A, B_1)\) is controllable and \((A, Q)\) is observable [35].

(2) Nonlinear System: It is known [34-35] that for the following type of general nonlinear system

\[
\dot{x} = f(x) + g_1(x)d + g_2(x)u
\]

where \( x \in \mathbb{R}^n \) is the \( n \)-dimensional state, \( u \in \mathbb{R}^p \) is the control input, and \( d \in \mathbb{R}^q \) is an unknown disturbance signal. Suppose that there exists a positive optimal value function \( V(x) \), which satisfies the following HJI equation

\[
\frac{\partial V}{\partial t} + L_f V - \frac{1}{4} \left( L_{g_2} V \right)^{-1} \left( L_{g_2} V \right)^T + \frac{1}{4} \gamma^{-2} \left( L_{g_1} V \right) \left( L_{g_1} V \right)^T + q(x) = 0
\]

Then

\[
u^*(x) = -\frac{1}{2} r(x)^{-1} \left( L_{g_2} V \right)^T
\]

is the optimal stabilizing control which minimizes the performance functional

\[
J(u, d) = \int_0^\infty \left( q(x) + u^T r(x)u - \gamma^2 d^T d \right) dt
\]

where \( q(x) \) is positive definite and radially unbounded, \( r(x) \) is also positive definite, and \( \gamma^2 d^T d \) represents the level of disturbance attenuation. In addition, worst case disturbance \( d^*(x) \) is

\[
d^*(x) = \frac{1}{2\gamma^2} \left( L_{g_1} V \right)^T
\]

That is

\[
\min_{u^*} \max_{d^*} \left( q(x) + u^T r(x)u - \gamma^2 d^T d + \dot{V}(x) \right) = 0
\]
Remark 2.2: As discussed in the book of [35], this nonlinear $H_\infty$ problem is equivalent to the differential game $\min_u \max_d J(u, d)$ for the performance functional (9) constrained by nonlinear system (6). Because it is too difficult to solve the formidable HJI equation of (7) in general, finding a nonlinear $H_\infty$ optimal control for the general nonlinear system (6) still remains open.

Remark 2.3: It should be pointed out that the control law represented by (8) achieves stability margins which are a nonlinear analog of Kalman’s margins for the linear quadratic regulators, that is, the infinite gain margin and the $60^\circ$ phase margins (See [40] for details).

3. Main Results

Prior to developing a nonlinear $H_\infty$ optimal control for delayed recurrent neural networks influenced by uncertain noise, we first introduce the following result, which achieves a globally stabilizing control that guarantees the system of (2) is input-to-state stability.

Theorem 1: For the noisy time-delay recurrent neural networks modeled by (2), if we choose the control as

$$u = -\left(2 + ||W_1||^2 h^2 + 2||W_2||^2 k^2 + 2l^2\right)x(t)$$

(12)

in which both $h = \max\{h_j\}$ and $k = \max\{k_j\}$ for all $j$ ($j = 1, \cdots, n$), and $l$ is a design parameter, then the system of (2) achieves input-to-state stability.

Proof: Consider the following positive-definite Lyapunov function

$$V = \frac{1}{2} x(t)^T x(t) + \int_{t-\tau}^{t} \left( (W_2 g(x(s)))^T (W_2 g(x(s))) \right) ds$$

(13)

Taking the derivative of it along the trajectory of (2), we obtain

$$\dot{V} = x(t)^T (-Ax(t) + W_1 f(x(t)) + W_2 g(x(t-\tau)) + u + \Psi) + (W_2 g(x(t)))^T (W_2 g(x(t)))$$

$$- (W_2 g(x(t-\tau)))^T (W_2 g(x(t-\tau)))$$
\[-\lambda x(t)^T x(t) + x(t)^T W_1 f(x(t)) + x(t)^T W_2 g(x(t - \tau)) + x(t)^T u + x(t)^T \Psi \]
\[+ (W_2 g(x(t)))^T (W_2 g(x(t))) - (W_2 g(x(t - \tau)))^T (W_2 g(x(t - \tau))) \]  \hspace{1cm} (14)

Let us apply the following Young’s Inequality to both the second term \( x(t)^T W_1 f(x(t)) \) and the third term \( x(t)^T W_2 g(x(t - \tau)) \) in (14),

\[x^T y \leq \frac{\|x\|^2}{2} + \frac{\|y\|^2}{2} = \frac{1}{2} x^T x + \frac{1}{2} y^T y\]  \hspace{1cm} (15)

in which \( x \) and \( y \) are two vectors.

We acquire

\[x(t)^T W_1 f(x(t)) \leq \frac{1}{2} x(t)^T x(t) + \frac{1}{2} \|W_1 f(x(t))\|^2 \]
\[\leq \frac{1}{2} x(t)^T x(t) + \frac{1}{2} \|W_1\|^2 \|f(x(t))\|^2\]  \hspace{1cm} (16)

and

\[x(t)^T W_2 g(x(t - \tau)) \leq \frac{1}{2} x(t)^T x(t) + \frac{1}{2} (W_2 g(x(x - \tau)))^T (W_2 g(x(x - \tau)))\]  \hspace{1cm} (17)

From Definition 2.2, we have

\[|f_j(x_j)| \leq h_j |x_j|, \forall x_j \in R, j = 1, 2, \cdots, n\]

Therefore

\[\|f(x(t))\|^2 \leq (Hx(t))^T (Hx(t)) = x(t)^T H^2 x(t) \leq h^2 x(t)^T x(t)\]  \hspace{1cm} (18)

where \( H = \text{diag}(h_1, h_2, \cdots, h_n) \) and \( h = \max\{ h_j \}, j = 1, \cdots, n \).

Then from (16), we gain

\[x(t)^T W_1 f(x(t)) \leq \frac{1}{2} x(t)^T x(t) + \frac{1}{2} \|W_1\|^2 h^2 x(t)^T x(t) = x(t)^T x(t) \left( \frac{1 + \|W_1\|^2 h^2}{2} \right) x(t)\]  \hspace{1cm} (19)
By applying Young’s Inequality (15) to the fifth term in (14) again, we get

\[ x(t)^T \Psi \leq l^2 \|x(t)\|^2 + \frac{1}{4l^2} \|\Psi\|^2 \]

\[ = l^2 x(t)^T x(t) + \frac{1}{4l^2} \Psi^T \Psi \]  \hspace{1cm} (20)

where \( l \) is a design parameter.

In addition, with respect to the sixth term in (14), we have

\[ (W_2 g(x(t)))^T (W_2 g(x(t))) = \|W_2 g(x(t))\|^2 \leq \|W_2\|^2 \|g(x(t))\|^2 \]  \hspace{1cm} (21)

From Definition 2.2, we have

\[ \left| g_j(x_j) \right| \leq k_j \left| x_j \right|, \forall x_j \in \mathbb{R}, j = 1, 2, \cdots, n \]

and

\[ \|g(x(t))\|^2 \leq (Kx(t))^T (Kx(t)) = x(t)^T K^2 x(t) \leq k^2 x(t)^T x(t) \]  \hspace{1cm} (22)

where \( K = \text{diag}(k_1, k_2, \cdots, k_n) \) and \( k = \max\{k_j\}, j = 1, \cdots, n \).

Therefore, combining (21) and (22) together, we have

\[ (W_2 g(x(t)))^T (W_2 g(x(t))) \leq \|W_2\|^2 \|g(x(t))\|^2 \leq \|W_2\|^2 k^2 x(t)^T x(t) \]  \hspace{1cm} (23)

Substitute (17), (19), (20), and (23) into (14), we reach

\[ \dot{V} \leq -\lambda_x x(t)^T x(t) + x(t)^T \left( 1 + \|W_1\|^2 \|h\|^2 \right) x(t) + \frac{1}{2} x(t)^T x(t) + \frac{1}{2} (W_2 g(x(x - \tau)))^T (W_2 g(x(x - \tau))) \]

\[ + x(t)^T u + l^2 x(t)^T x(t) + \frac{1}{4l^2} \Psi^T \Psi + \|W_2\|^2 k^2 x(t)^T x(t) - (W_2 g(x(t - \tau)))^T (W_2 g(x(t - \tau))) \]

\[ = -\lambda_x x(t)^T x(t) + x(t)^T \left( 2 + \|W_1\|^2 \|h\|^2 + 2\|W_2\|^2 k^2 + 2l^2 \right) x(t) + x(t)^T u + \frac{1}{4l^2} \Psi^T \Psi \]
\[ -\frac{1}{2} (W_2 g(x(t-\tau)))^T (W_2 g(x(t-\tau))) \]

Because of \((W_2 g(x(t-\tau)))^T (W_2 g(x(t-\tau))) \geq 0\), we finally achieve

\[
\dot{V} \leq -\lambda x(t)^T x(t) + x(t)^T \left( \frac{2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + 2l^2}{2} \right) x(t) + x(t)^T u + \frac{1}{4l^2} \Psi^T \Psi
\]

(25)

With the control of (12), the inequality above becomes

\[
\dot{V} \leq -\lambda x(t)^T x(t) + \frac{1}{4l^2} \Psi^T \Psi - x(t)^T \left( \frac{2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + 2l^2}{2} \right) x(t)
\]

(26)

Let us define

\[
r(|x|) = x(t)^T \left( \frac{2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + 2l^2}{2} \right) x(t) = \left( \frac{2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + 2l^2}{2} \right) \|x(t)\|^2
\]

(27)

Thus, we get

\[
\dot{V} \leq -x(t)^T \left( \frac{2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + 2l^2}{2} \right) x(t) = -r(|x|)
\]

(28)

whenever \(\|x(t)\| \geq \frac{\|\Psi\|}{2l\sqrt{\lambda}}\).

By the definition of input-to-state stability (in [40], page 13, Definition 2.1) and Theorem 2.2 (Sontag) of the reference [40] (in [40], page 14), we conclude that the system of (2) is input-to-state stability with the control of (12). This completes the proof.

**Remark 3.1:** Although the Lyapunov theory, the most successful and widely used tool to determine the stability of a system, was invented a century ago, there are still no systematic methods to obtain Lyapunov functions for general nonlinear systems. Therefore, it remains a challenging task to find a Lyapunov function and stabilize a nonlinear system [41].

Now, let us define
\[ \gamma^2 = \frac{1}{4l^2} \Rightarrow l^2 = \frac{1}{4\gamma^2} \] (29)

Then, the control (12) becomes

\[
u = -2 \left( \frac{2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2}{2} + \frac{1}{4\gamma^2} \right) x(t)
\] (30)

Let us consider the Lyapunov function \( V \) as the optimal value function and substitute it into (7), which yields the next equation

\[
W_2 g(x(t))^T (W_2 g(x(t))) - (W_2 g(x(t - \tau)))^T (W_2 g(x(t - \tau))) - \lambda x(t)^T x(t) + x(t)^T W_1 f(x(t)) + x(t)^T W_2 g(x(t - \tau))
\]

\[-\frac{1}{4} x(t)^T r(x(t))^{-1} x(t) + \frac{1}{4\gamma^2} x(t)^T x(t) + q(x(t)) = 0
\] (31)

Let us select a new control that is a modification of (30)

\[
u = -c \left( \frac{2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2}{2} + \frac{1}{4c\gamma^2} \right) x(t)
\]

\[
= -\frac{1}{2} c \left( 2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + \frac{1}{2c\gamma^2} \right) x(t)
\] (32)

where \( c > 2 \) is a constant.

We then choose the function \( r(x(t)) \) as

\[
r(x(t)) = c^{-1} (2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + \frac{1}{2c\gamma^2})^{-1}
\] (33)

and from (31) the function \( q(x(t)) \) is given by

\[
q(x(t)) = \lambda x(t)^T x(t) + \frac{c}{4} (2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + \frac{1}{2c\gamma^2}) x(t)^T x(t) - \frac{1}{4\gamma^2} x(t)^T x(t) - x(t)^T W_1 f(x(t))
\]

\[-x(t)^T W_2 g(x(t - \tau)) + (W_2 g(x(t - \tau)))^T (W_2 g(x(t - \tau))) - (W_2 g(x(t)))^T (W_2 g(x(t)))
\] (34)

We now have the following theorem.
**Theorem 2:** For the noisy time-delay recurrent neural networks described by (2), there exist a positive-definite function \( q(x(t)) \) \((34)\) and a strictly positive function \( r(x(t)) \) \((33)\), such that the feedback control law

\[
    u = u^* = -\frac{1}{2} r(x(t))^{-1} x(t)
\]

achieves an optimal input-to-state stabilization with respect to a meaningful performance functional

\[
    J = \int_{0}^{\infty} \left( q(x) + u^T r(x) u - \gamma^2 \Psi^T \Psi \right) dt
\]

for the worst case \( \Psi \)

\[
    \Psi = \Psi^* = \frac{1}{2\gamma^2} x(t)
\]

In addition, \( x(t) \rightarrow 0 \) as \( t \rightarrow \infty \) for all \( \Psi \in L_2 \), and \( x(t) \in L_\infty \) for all \( \Psi \in L_\infty \). Without a disturbance, \( \Psi = 0 \), the control law \((31)\) makes the equilibrium \( x = 0 \) global asymptotic stability (GAS).

**Proof:**

**Step 1:** By considering the Lyapunov function candidate \( V \) represented by \((13)\), the derivative of \( V \) along the trajectory of \((2)\) is

\[
    \dot{V} = -\lambda x(t)^T x(t) + x(t)^T W_1 f(x(t)) + x(t)^T W_2 g(x(t - \tau)) + x(t)^T u + x(t)^T \Psi
\]

\[
    + (W_2 g(x(t)))^T (W_2 g(x(t))) - (W_2 g(x(t - \tau)))^T (W_2 g(x(t - \tau)))
\]

The substitution of the control law \((35)\) into \( \dot{V} \) yields

\[
    \dot{V} = -\lambda x(t)^T x(t) + x(t)^T W_1 f(x(t)) + x(t)^T W_2 g(x(t - \tau)) - x(t)^T \left( \frac{1}{2} c \left( 2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + \frac{1}{2\gamma^2} \right) \right) x(t)
\]

\[
    + x(t)^T \Psi + (W_2 g(x(t)))^T (W_2 g(x(t))) - (W_2 g(x(t - \tau)))^T (W_2 g(x(t - \tau)))
\]

From \((17)\), \((19)\), \((20)\), and \((23)\), we obtain
\[ \dot{V} \leq -\lambda x(t)^T x(t) + x(t)^T \left( \frac{1}{2} \sum_{i=1}^{n} W_i^2 h^2 \right) x(t) + \frac{1}{2} x(t)^T x(t) + \frac{1}{2} (W_2 g(x(t)))^T (W_2 g(x(t))) \]

\[ -x(t)^T \left( \frac{1}{2} c \left( 2 + \|W_1\|^2 h^2 + 2 \|W_2\|^2 k^2 + \frac{1}{2c\gamma^2} \right) x(t) \right) + t^2 x(t)^T x(t) + \frac{1}{4t^2} \Psi^T \Psi \]

\[ + (W_2 g(x(t)))^T (W_2 g(x(t))) - (W_2 g(x(t-\tau)))^T (W_2 g(x(t-\tau))) \]

\[ \leq -\lambda x(t)^T x(t) - \left( \left( \frac{c-1}{2} \right) \left( 2 + \|W_1\|^2 h^2 + 2 \|W_2\|^2 k^2 \right) \right) x(t)^T x(t) + \gamma^2 \Psi^T \Psi \]

\[ - \frac{1}{2} (W_2 g(x(t-\tau)))^T (W_2 g(x(t-\tau))) \]

\[ \leq -\lambda x(t)^T x(t) + \gamma^2 \Psi^T \Psi - \left( \left( \frac{c-1}{2} \right) \left( 2 + \|W_1\|^2 h^2 + 2 \|W_2\|^2 k^2 \right) \right) x(t)^T x(t) \]

\[ (40) \]

Let us define

\[ r(|x|) = \left( \left( \frac{c-1}{2} \right) \left( 2 + \|W_1\|^2 h^2 + 2 \|W_2\|^2 k^2 \right) \right) x(t)^T x(t) = \left( \left( \frac{c-1}{2} \right) \left( 2 + \|W_1\|^2 h^2 + 2 \|W_2\|^2 k^2 \right) \right) \|x(t)\|^2 \]

\[ (41) \]

Therefore \( \dot{V} \leq -r(|x|) \) whenever \( \|x\| \geq \frac{\gamma}{\sqrt{\lambda}} \|\Psi\| \).

Same as Theorem 1, we conclude that the system of (2) achieves input-to-state stabilization with the control law (35). In addition, By [34] and [42], we know that \( x(t) \to 0 \) as \( t \to \infty \) for all \( \Psi \in L_2 \), and \( x(t) \in L_\infty \) for all \( \Psi \in L_\infty \). In the absence of a disturbance, \( \Psi = 0 \), the control law (35) renders the equilibrium \( x = 0 \) global asymptotic stability (GAS).

**Step 2:** Let us consider \( q(x(t)) \) and \( r(x(t)) \)

From (34)

\[ q(x(t)) = \lambda x(t)^T x(t) + \frac{c}{4} (2 + \|W_1\|^2 h^2 + 2 \|W_2\|^2 k^2 + \frac{1}{2c\gamma^2}) x(t)^T x(t) - \frac{1}{4} \gamma^2 x(t)^T x(t) - x(t)^T W_1 f(x(t)) \]

\[ - x(t)^T W_2 g(x(t-\tau)) + (W_2 g(x(t-\tau)))^T (W_2 g(x(t-\tau))) - (W_2 g(x(t)))^T (W_2 g(x(t))) \]

\[ (42) \]
Substitute (17), (19), (20), and (23) into (42) above, we get

\[
q(x(t)) \geq \lambda x(t)^T x(t) + \frac{c}{4} (2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + \frac{1}{2c\gamma^2}) x(t)^T x(t) - \frac{1}{4} \gamma^{-2} x(t)^T x(t) - x(t)^T \left( \frac{1 + \|W_1\|^2 h^2}{2} \right) x(t)
\]

\[
- \frac{1}{2} x(t)^T x(t) - \frac{1}{2} (W_2 g(x(x - \tau)))^T (W_2 g(x(x - \tau)))
\]

\[
+ (W_2 g(x(t - \tau)))^T (W_2 g(x(t - \tau))) - \|W_2\|^2 k^2 x(t)^T x(t)
\]

\[
= \lambda x(t)^T x(t) + \left( \frac{c - 2}{2} \left( 2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 \right) \right) x(t)^T x(t) - \frac{1}{8} \gamma^{-2} x(t)^T x(t)
\]

\[
\geq \left( \lambda - \frac{1}{8} \gamma^{-2} \right) x(t)^T x(t) + \left( \frac{c - 2}{2} \left( 2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 \right) \right) x(t)^T x(t)
\]

\[
\geq 0
\]

Then, \( q(x(t)) \) is positive definite and radially unbounded.

By (33)

\[
r(x(t)) = c^{-1} (2 + \|W_1\|^2 h^2 + 2\|W_2\|^2 k^2 + \frac{1}{2c\gamma^2})^{-1}
\]

it is obvious that \( r(x(t)) > 0 \).

With the choice of \( q(x(t)) \) and \( r(x(t)) \) in (34) and (33), \( \dot{V} \) can be written into the following form

\[
\dot{V} = -q(x(t)) - u^T R(x(t)) u + \gamma^2 \Psi^T \Psi - \gamma^2 \left( \frac{1}{2\gamma^2} x(t) - \Psi \right)^2 + (u - u^*)^T r(x(t))(u - u^*)
\]

From the equation (45) above, we know that the optimal control \( u = u^* \) is an optimal solution to \( J \) (36) for the worst disturbance noise \( \Psi = \Psi^* = \frac{1}{2\gamma^2} x(t) \), that is,
\[
\min_{u^*} \max_{\psi^h} \left( q(x) + u^T r(x) u - \gamma^2 \psi^T \psi + \dot{V}(x) \right) = 0
\]  \hspace{1cm} (46)

In addition, the Lyapunov function \( V \) (13) satisfies the HJI equation

\[
\frac{\partial V}{\partial t} + L_J V - \frac{1}{4} (L_{g2} V r(x)^{-1}) (L_{g2} V)^T + \frac{1}{4} \gamma^{-2} (L_{g1} V) (L_{g1} V)^T + q(x) = 0
\]  \hspace{1cm} (47)

Therefore, \( V \) is the value function for the performance functional (36). This completes the proof.

**Remark 3.2:** The relationship between stability and optimality has been a central issue in nonlinear systems analysis [43]. In our paper, the control law (35) achieves both input-to-state stability and optimality with respect to a meaningful performance functional. Because of our inability to solve the Hamilton-Jacobi-Isaacs equation directly, the formulation of \( H_\infty \) control in this paper was developed with the help of an alternative method, inverse optimality, which has been shown that it appears to be one of the most promising methods in the area of modeling biologically-inspired neural networks [44]. It is our hope to find a direct nonlinear optimal control in the future.

**Remark 3.3:** A real system is usually affected by both internal parametric uncertainties and external noise perturbations. They are different, and cannot be transformed between each other. According to the formulation of noisy recurrent neural networks given by [38], we focused on the robust stability analysis problem for delayed recurrent neural networks influenced by uncertain noise perturbations, which are modeled by a deterministic system (2). With respect to parametric uncertainties, robust adaptive control could be an effective methodology, which will be our future work.

### 4. Numerical Examples

In this section, we will give two examples to verify the theoretical analysis and demonstrate the effectiveness of our approach. Two numerical examples are simulated by using the Matlab software as well as the fifth-order Dormand-Prince method with a fixed step size of 0.005.

**Example 1:** A noisy time-delay recurrent neural network is given as

\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} + \begin{bmatrix}
2.11 & -0.12 \\
-5.09 & 3.18
\end{bmatrix} \begin{bmatrix}
tanh(x_1(t)) \\
tanh(x_2(t))
\end{bmatrix} + \begin{bmatrix}
-1.59 & -0.11 \\
-0.19 & -2.47
\end{bmatrix} \begin{bmatrix}
tanh(x_1(t - \tau)) \\
tanh(x_2(t - \tau))
\end{bmatrix} + \begin{bmatrix}
u_1 \\
u_2
\end{bmatrix} + \begin{bmatrix}
\Psi_1 \\
\Psi_2
\end{bmatrix}
\]  \hspace{1cm} (48)
where $x_1(0) = 0.3$, $x_2(0) = -3$, $\lambda = -1$, $W_1 = \begin{bmatrix} 2.11 & -0.12 \\ -5.09 & 3.18 \end{bmatrix}$, $W_2 = \begin{bmatrix} -1.59 & -0.11 \\ -0.19 & 2.47 \end{bmatrix}$, activation function $f_j(x_j) = g_j(x_j) = \tanh(x_j)$ ($j = 1, 2$), $\tau = 1$, and $\Psi_1, \Psi_2$ are uniformly random noises with the magnitude of $|\Psi_j|=1$ ($j = 1, 2$).

Fig. 1 shows the result of phase plane of the neural network without both the noise and the control. One can observe that this network is a chaotic delayed recurrent neural network, which means that it does not have the desired property of global asymptotic stability. Fig. 2 and 3 display the results of phase plane and time response of the neural network with the noise ($|\Psi_j|=1$) but without the control. Once again, the system is unstable and chaotic. The effect of the noise in the system can be seen obviously, which further worsen the system. Finally, at $t = 50$, let us apply the $H_{\infty}$ control signal (35) to the system influenced by the noise. The parameters of the controller are chosen as follows: $c = 4$, $h = k = 1$, and $\gamma = \frac{1}{\sqrt{2}}$. The result is given by Fig. 4. One can see that the neural network is globally asymptotically stable, that is, it achieves the input-to-state stability.

**Example 2:** Let us consider the following noisy time-delay recurrent neural network

$$
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} =
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} +
\begin{bmatrix}
1 & 2 \\
-3 & 4
\end{bmatrix}
\begin{bmatrix}
f_1(x_1(t)) \\
f_2(x_2(t))
\end{bmatrix} +
\begin{bmatrix}
1 & 2 \\
-3 & 4
\end{bmatrix}
\begin{bmatrix}
g_1(x_1(t-\tau)) \\
g_2(x_2(t-\tau))
\end{bmatrix} +
\begin{bmatrix}
u_1 \\
u_2
\end{bmatrix} +
\begin{bmatrix}
\Psi_1 \\
\Psi_2
\end{bmatrix}
$$

(49)

where $x_1(0) = 5$, $x_2(0) = -5$, $\lambda = -1$, $W_1 = \begin{bmatrix} 1 & 2 \\ -3 & 4 \end{bmatrix}$, $W_2 = \begin{bmatrix} 1 & 2 \\ -3 & 4 \end{bmatrix}$, activation function $f_j(x_j) = g_j(x_j) = \frac{1}{1 + \exp(-2x_j)} - 0.5$ ($j = 1, 2$), $\tau = 1$, and $\Psi_1, \Psi_2$ are uniformly random noises with the magnitude of $|\Psi_j|=10$ ($j = 1, 2$).

Fig. 5 represents the result of phase plane of the neural network without both the noise and the control. From the picture, it is obvious that the network is not globally asymptotically stable. Fig. 6 and 7 display the results of phase plane and time response of the neural network with the noise ($|\Psi_j|=10$) but without the control. The system is unstable and becomes chaotic. Finally, at $t = 50$, the proposed $H_{\infty}$ control signal (35) is inputted at $t = 50$ to the system. The
parameters of the controller are chosen as follows: $c = 16$, $h = k = 0.5$, and $\gamma = \frac{1}{2}$. From the results of Fig. 8, one can observe that the system achieves the expected performance, i.e., input-to-state stability.

**Example 2:** Using recurrent neural networks has become one of the most promising methods in the identification and control of unknown nonlinear systems. The methodologies with which recurrent neural networks are able to identify nonlinear affine systems have been developed in [45]. The idea is to substitute an unknown nonlinear system by a recurrent neural network structure. Therefore, the controller can be directly designed based on the model of recurrent neural network to control the nonlinear system indirectly [45]. Let us consider the following first-order nonlinear system

$$\dot{y} = -\sin y + u$$  \hspace{1cm} (50)

where $y(0) = 4$. Before we proceed any further, it is important to note that (50) is used in simulation only to generate the signal for measurement. The actual controller does not take into account the system dynamics. Although this nonlinear system is simple, it is interesting nevertheless, that is, when $u = 0$, $y(\infty) = k\pi$, $k = 0,1,2,...$. Therefore, the system is not global asymptotic stability. To stabilize the unknown system, we select a one-dimensional recurrent neural network as follows:

$$\dot{x} = -0.5x + W_1 \tanh(x) + u$$  \hspace{1cm} (51)

in which $x(0) = 4$. It is a deterministic neural network without time delay. Thus $W_2 = 0$. As in [45], we use the following on-line learning algorithm:

$$\dot{W}_1 = -K \Delta_x \tanh(x)$$  \hspace{1cm} (52)

where $K = 10$, $\Delta_x = x - y$, and $W_1(0) = -0.5$.

The simulation results show that our proposed approach can be applied to control an unknown nonlinear system. Fig. 13 shows the time evolution of the system state $y$ when $u = 0$. Fig. 14 shows the response of the system state $y$ when the proposed control signal (32) is applied. The parameters of the controller are as follows: $c = 4$, $L = 1$, $H = 0$, and $\|M\| = 0$. After the control, the system (50) becomes global asymptotic stability.
Remark 4.1: To show the effectiveness of the proposed approach broadly, two neural networks (Example 1 and Example 2) above have different activation functions. Example 1 has the activation function \( \tanh(x_j) \) and Example 2 has the activation function \( \frac{1}{1 + \exp(-2x_j)} - 0.5 \). To consider all situations from various perspectives, a low level of disturbance noises \( |\Psi_j| = 1 \) is applied to Example 1 and a high level of disturbance noises \( |\Psi_j| = 10 \) is applied to Example 2.

5. Conclusions

This paper has presented a new theoretical design of a nonlinear \( H_\infty \) optimal control for delayed recurrent neural networks with noise uncertainty to achieve the input-to-state stability optimally. The formulation of \( H_\infty \) control is developed by using both Lyapunov technique and the concept of inverse optimality, and solving a Hamilton-Jacobi-Isaacs (HJI) equation indirectly. Therefore, the closed-loop feedback system is able to attenuate noises to a prescribed level with stability margins. Two globally stabilizing control laws have been derived and two numerical examples have been presented to demonstrate the effectiveness of the aforementioned approach. Simulation results show that the proposed approach turns out to be very effective for different systems under different circumstances. It is believed that the new design presented in this paper would accelerate the applications of recurrent neural networks.
Fig. 1. Phase Plane \( u = 0 \) and \( \Psi_j = 0 \) \((j = 1, 2)\)

Fig. 2. Phase Plane \( u = 0 \) and \( |\Psi_j| = 1 \) \((j = 1, 2)\)

Fig. 3. System Response without the Control

Fig. 4. System Response with the Control \((35)\) at \(t = 50\)

Fig. 5. Phase Plane \( u = 0 \) and \( \Psi_j = 0 \) \((j = 1, 2)\)

Fig. 6. Phase Plane \( u = 0 \) and \( |\Psi_j| = 10 \) \((j = 1, 2)\)
Fig. 7. System Response without the Control

Fig. 8. System Response with the Control (35) at \( t = 50 \)
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