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Abstract

To overcome the problem of premature convergence on particle swarm optimization (PSO), this paper proposes an improved particle swarm optimization method (IPSO) that based on self-adaptive regulation strategy and chaos theory. For a given the effective balance of particles’ searching and development ability, self-adaptive regulation strategy is employed to optimize the inertia weight. To improve efficiency and quality of search, learning factor is optimized by generating Chaotic Sequences by Chaos Theory. The proposed improved methods achieve better convergence performance and increases searching speed. Simulation results of some typical optimization problems and comparisons with typical multi-objective optimization algorithms show that IPSO has an ability of fast convergence speed, and the diversity of non-dominated and the convergence are ideal. The algorithm meets requirements of multi-objective optimization Problem.
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1. INTRODUCTION

Multi-objective optimization problems (MOP) is a common problem in engineering field. The problem is composed of multiple targets to be optimized. The main feature is that there is a conflict among the objectives, which cannot achieve optimal value at the same time[1-5]. For example, when designing a new product, it is usually required to consider factors such as production, quality, cost, consumption and profit. In order to achieve high yield, high quality, low consumption, low cost and high profit, it is necessary to establish optimum design model with multiple objectives. At present, the MOP method can be divided into the traditional multi-objective optimization method and the multi-objective optimization method based on group intelligent algorithm. Traditional methods include evaluation function method[6-9], interactive programming method[10], layered solution method[11], etc. Their essence is to transform each sub-objective function of the multi-objective optimization into a single objective function to solve it. These traditional methods have encountered many difficulties in solving high-dimensional complex multi-objective problem. For example, different properties of sub-target units are different and cannot be compared, and the results are relatively unsatisfactory[12]. In recent years, the swarm intelligence algorithm for multi-objective optimization is widely concerned by many scholars, and a number of multi-objective optimization algorithms based on various swarm intelligence algorithms are proposed [13-17]. For example, Fonseca[18] put forward the MOGA algorithm. This algorithm relies too much on the selection of shared function, and needs to determine the shared radius, and may produce a large selection pressure, leading to premature convergence. Horn[19] proposed NPGA algorithm. However, the algorithm is difficult to adjust and select the small habitat radius, and also choose a suitable comparison set scale, which makes the optimization result not ideal. Srinivas[20] proposed NSGA algorithm. The advantage of this algorithm is that multiple optimization targets can be selected arbitrarily, and the non-inferior optimal solution that distribution is uniform can be obtained. The disadvantage is that the computational efficiency is low and the computational complexity is O (N^3) (where M is the target number and N is the population size). Zitzler[21] proposed Multi-objective evolution algorithm SPEA algorithm. This algorithm adopts elite retention strategy, which has high computational efficiency, but its computational complexity is as high as the population's cube. Deb[22] proposed the second generation of NSGA, NSGA-II. The computational complexity is O(N^2), and the computational complexity of the algorithm is significantly reduced. This algorithm introduces fast non-inferior sorting and new diversity protection methods to overcome the shortcomings.
of NSGA. It is helpful to put forward the Crowded concept and reference elite strategy, which is beneficial to maintain the uniformity of good individual reconciliation and improve the overall evolution of the population. NSGA-II algorithm is a typical multi-objective optimization algorithm, many researches are based on the NSGA-II algorithm. But there are some problems with this algorithm, such as, the search space changes adaptability is poor, the algorithm is easy to precocious convergence, particle search randomness is stronger in the process of iterative, resulting in low search efficiency, etc.

In the last decade, The application of Particle Swarm Optimization algorithm (PSO) in multi-objective optimization has received wide attention from many scholars. PSO and Genetic Algorithm (GA) are the group intelligent algorithms, but compared with GA, PSO has the characteristics of easy implementation, less parameter adjustment, strong global search ability, and so on, which are favored by researchers. However, when applying particle swarm algorithm to solve multi-objective optimization problems, the researchers found that: In the optimization process, the particle swarm optimization is easy to show the problem of precocious convergence, in particular, it is more difficult to solve the complex objective function of higher dimensions. And the convergence rate is very slow when approaching or entering the most advantageous region, resulting in a local extreme value, and the result is not ideal. Aiming at the premature convergence of PSO, the scholars at home and abroad have proposed a variety of improvement schemes. For instance, Yuhui [23] proposed fuzzy adaptive particle swarm optimization algorithm. Zhou [24] adopted the fuzzy membership function and adaptive adjustment strategy to improve the PSO algorithm, and proposed the Adaptive Focusing Particle Swarm Optimization algorithm (AFPSO). He [25] introduced passive aggregation factor into particle swarm optimization algorithm to preserve the integrity of the population and proposed the Particle Swarm Optimization With Passive Congregation algorithm (PSOPC). Most of the improved algorithms are improved by adjusting the parameters of the algorithm, such as introducing various linear and nonlinear inertial weight dynamic adjustment strategies and introducing contraction factors and so on. The proposed particle swarm improvement algorithm has improved performance and efficiency, but there is still a large room for improvement, therefore, to provide a particle swarm algorithm with better performance, higher efficiency, and lower cost, academic and industry researchers have been exploring and trying new improvement way [26-31].

In view of the above research questions, this paper adopts chaos theory and adaptive weight adjustment strategy to improve the standard particle swarm optimization, and proposes a
chaos adaptive Improved Particle Swarm Optimization algorithm (IPSO). The algorithm evolves the inertia weight through adaptive adjustment strategy, optimizes the learning factor by the chaotic sequence generated by chaos theory. The improved particle swarm optimization algorithm can improve the algorithm's precocious problem and improve the searching speed of the algorithm. Finally, the algorithm is applied to multi-objective optimization problem solving to verify the performance of convergence accuracy, speed, global convergence and so on.

2. Chaos Adaptive Particle Swarm Optimization algorithm

2.1 Standard particle swarm optimization algorithm

Particle Swarm Optimization algorithm (PSO)\(^3\) is a group evolution algorithm proposed by scholars Eberhart and Kennedy\(^4\) based on the social behaviors of birds in 1995. The PSO algorithm is derived from the behavior characteristics of biological groups and is used to solve the optimization problems. In the process of particle optimization, the potential solution of the problem is assumed to be a "particle" in the n-dimensional space, and the particle will fly at a certain speed and direction in the solution space. In the iterative process, all particles use two global variables to represent the best position of the particle itself (pbest) and the best position of all particles (gbest). It is assumed that, in an n-dimensional search space, the particle population \(X = (x_{1,1}, x_{1,2}, \ldots, x_{n,n})^T\) is composed of \(m\) particles. The position of the \(i\)th particle is denoted as \(x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,n})^T\) and the velocity is denoted as \(v_i = (v_{i,1}, v_{i,2}, \ldots, v_{i,n})^T\). The individual extremum is \(p_i = (p_{i,1}, p_{i,2}, \ldots, p_{i,n})^T\), and the global extreme of the population of particles is \(p_g = (p_{g,1}, p_{g,2}, \ldots, p_{g,n})^T\). During the \(k+1\) iteration, the particle updates its speed and position through formula (1) and (2).

\[
\begin{align*}
    v_{i,d}^{k+1} & = \omega v_{i,d}^k + C_1 \text{rand()}(p_{i,d}^k - x_{i,d}^k) + C_2 \text{rand()}(p_{g,d}^k - x_{i,d}^k) \\
    x_{i,d}^{k+1} & = x_{i,d}^k + v_{i,d}^{k+1}
\end{align*}
\]

Where, \(\omega\) is called an inertial weight factor, it makes the particles keep sport inertia and have the ability to expand search space; \(C_1\) and \(C_2\) are the learning factors, which represent
the weight of each particle to the statistical acceleration item of the extremum position; rand () is a random number within (0, 1), \( v_{i,d}^k \) and \( x_{i,d}^k \) are respectively the velocity and position of particle \( i \) in \( d \)-dimension \( k \)th iteration; \( p_{i,d}^k \) is the position of the individual extremum of particle \( i \) in \( d \)-dimension, \( p_{g,d}^k \) is the position of the global extremum of the whole population in \( d \)-dimension.

### 2.2 Chaos adaptive particle swarm algorithm

PSO algorithm has the advantages of easy description, easy implementation, little adjustment parameter, fast convergence speed, low calculation cost, etc. And there is no high requirement for memory and CPU speed. It has been proved to be an effective method to optimize the problem. But the standard PSO algorithm has its own limitations, such as the implementation process of the algorithm has a great relationship with the value of the parameters. In the complex optimization problem of high dimension, the algorithm is easy to converge to some extreme point and stagnates when the global optimum is not found, that is, precocious convergence. In addition, the convergence rate of the algorithm becomes slow when approaching or entering the optimal solution area.

Aiming at the above shortcomings of PSO algorithm, in order to improve the precocious convergence of the algorithm and improve the convergence speed of the algorithm, this paper uses adaptive weight adjustment strategy and chaos theory to optimize inertial weight factor \( \omega \), learning factors \( C_1 \), \( C_2 \) parameters of standard PSO algorithm, and a chaotic self-adaptive improved particle swarm optimization algorithm (IPSO) is obtained. The inertial weight factor \( \omega \) is adjusted by Formula (3).

\[
\omega = \omega_{\text{max}} - (\omega_{\text{max}} - \omega_{\text{min}}) \left\{ \frac{(\text{iter}_{\text{max}} - \text{iter})^n}{(\text{iter}_{\text{max}})^n} \right\}
\]  

(3)

Where, \( \text{iter} \) is the current iteration number of the algorithm, \( \text{iter}_{\text{max}} \) is the maximum number of iterations that the PSO algorithm is allowed to perform. \( n \) is a nonlinear modulation index.

In the process of optimization iteration of PSO algorithm, the learning factor \( C_1 \) and \( C_2 \) are adjusted by chaotic sequences generated by chaos theory. Because the change of chaotic variables is random, ergodic and regular, the IPSO algorithm can maintain the diversity of population, overcome the problem of precocious convergence, and improve global search.
performance. This paper uses the typical Lorenz’s equation to realize the evolution of chaotic variables and optimize search. As shown in Formula (4).

\[
\begin{align*}
\frac{dx}{dt} &= -(y + z) \\
\frac{dy}{dt} &= x + ay \\
\frac{dz}{dt} &= b + xz - cz
\end{align*}
\]

(4)

where, parameters a, r and b are controlled parameters. In the Lorenz equation, the effective values of a, r and b are respectively a= 10, r=28 and b=8/3.

The IPSO algorithm performs the following process:

(1) To initialize the particle group

The position and velocity of particles in PSO algorithm are initialized. The initial position and velocity of the particles are generated randomly. The current position of each particle is used as the particle individual extremum, and the optimal value of the individual extremum is selected as the global optimal value.

(2) To calculate the adaptive value of group particles.

(3) The adaptive value of each particle is compared with the adaptive value of the best position it has passed. If it is better, the current position is the best position of the particle.

(4) The adaptive value of each particle is compared with the adaptive value of the global best position, and if it is better, the current position is the global best position.

(5) The learning factor \( C_1 \), \( C_2 \) and inertial weight \( \omega \) were calculated respectively, and the new inertial weight and learning factor were obtained, and the velocity and position of the particles were optimized.

6) If the end condition of the algorithm is satisfied, the global best position is the optimal solution, saving the result and ending. Otherwise return to Step (2).

3. Experimental results and analysis

3.1 Experimental results

In order to test the performance of chaotic adaptive particle swarm algorithm, this paper
selects the two standard test functions proposed by Schaffer\cite{34} and the ZDT3 proposed by Deb \cite{13} as the test case; The test function is shown below.

Test function SCH1:

\[
\min f(x) = (f_1(x), f_2(x)) \\
\text{s.t. } x \in [-5, 7]
\]

Where: \( f_1(x) = x^2 \), \( f_2(x) = (x - 2)^2 \)

Test function SCH2:

\[
\min f(x) = (f_1(x), f_2(x)) \\
\text{s.t. } x \in [-5, 10]
\]

Where: \[
\begin{cases}
-x, (x \leq 1) \\
-2 + x, (1 < x \leq 3) \\
4 - x, (3 < x \leq 4) \\
-4 + x, (x > 4)
\end{cases}
\]

\( f_2 = (x - 5)^2 \)

Test function ZDT3:

\[
\min f(x) = (f_1(x), f_2(x)) \\
\text{s.t. } x_i \in [0, 1]
\]

Where: \( f_1(x) = x_i \), \( f_2(x) = g(x)[1 - \sqrt{x_i/g(x)} - \frac{x_i}{g(x)} \sin(10\pi x_i)] \)

\( g(x) = 1 + 9\left(\sum_{i=2}^{n} x_i\right)/(n-1) \)

Through the IPSO algorithm presented in this paper, The test function SCH1, SCH2 and ZDT3 are respectively carried out the simulation optimization experiment. The number of particles and the number of iterations are set to 100 and 50 times, the inertia weight \( \omega \) and the learning factor \( C_1 \) and \( C_2 \) are calculated according to the Formula (3) and (4). The test results are shown in Fig. 1- Fig. 3.
Fig. 1 IPSO solves the SCH1 function Pareto non-inferior solution

Fig. 2 IPSO solves the SCH2 function Pareto non-inferior solution
Fig. 3 IPSO solves the ZDT3 function Pareto non-inferior solution.

From the experimental results Fig. 1- Fig. 3, we can see that the three test functions accurately give the effective interface, and the algorithm in this paper obtains complete Pareto curve through the three test function simulation experiments. Especially for the difficult ZDT3 test functions, the target vector distribution is even. Therefore, it has practical reference value for multi-objective optimization problem in engineering.

3.2 Analysis of the results

In order to further evaluate the convergence and distribution uniformity of the non-inferior solutions, this paper adopts convergence index and distribution index to evaluate the performance of the algorithm, which is defined as follows\[^{26,27}\]:

1. Convergence index (Convergence Distance, GD), GD is used to describe the distance between the non-dominated solutions that the algorithm finds and the optimal front end of the real Pareto algorithm.

\[
GD = \sqrt{\frac{\sum_{i=1}^{N} d_i^2}{N}}
\]  

Where, \( N \) is the number of non-dominated solutions that the algorithm finds, \( d_i^2 \) represents
the shortest Euclidean distance between non-inferior solution $i$ and all solutions in the optimal front end of the real Pareto.

(2) Distribution index $SP$, is to evaluate the uniformity of distribution of non-dominated solutions.

$$SP = \frac{1}{d} \left[ \frac{1}{n} \sum_{i=1}^{n} \left( d - d_i \right)^2 \right]$$

(6)

$$\bar{d} = \frac{1}{n} \sum_{i=1}^{n} d_i$$

(7)

Where, $N$ is the number of non-dominated solutions, $d_i$ represents the shortest distance between the $i$th non-inferior solution in the target space and all solutions in the optimal front end of the real Pareto.

The algorithm IPSO proposed in this paper runs 30 times per test function. The mean of convergence index $GD$, distribution index $SP$ and computed time $CT$ of each test function is calculated separately. And the average of $GD$, $SP$ and $CT$ of 3 standard test functions is calculated. The statistical results are shown in Table 1.

<table>
<thead>
<tr>
<th>performance index</th>
<th>SCH1</th>
<th>SCH2</th>
<th>ZDT3</th>
<th>average value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GD</td>
<td>0.000344</td>
<td>0.000336</td>
<td>0.000327</td>
<td>0.000336</td>
</tr>
<tr>
<td>SP</td>
<td>0.0034</td>
<td>0.0037</td>
<td>0.0031</td>
<td>0.0034</td>
</tr>
<tr>
<td>CT</td>
<td>2.023</td>
<td>2.134</td>
<td>2.213</td>
<td>2.123</td>
</tr>
</tbody>
</table>

Table 1 IPSO optimizes test function performance statistics

The evaluation index $GD$, $SP$, $CT$ confirmed the accuracy of the IPSO algorithm to solve the multi-objective non-inferior solution. $GD$ indicates that the non-inferior solution is very close to the optimal front end of the real Pareto; $SP$ shows that the non-inferior solution has good distribution; $CT$ shows that the elapsed time is within the allowable range.

The IPSO algorithm of this paper is compared with classic non-poor classification multi-objective no domination sorting genetic algorithms(NSGA- II ), the convergence index $GD$ of three test function solved by multi-objective particle swarm optimization algorithms...
(MOPSO), the mean value of the distributed index SP and the computed time CT. The results are shown in Table 2.

<table>
<thead>
<tr>
<th>performance index</th>
<th>NSGA II</th>
<th>MOPSO</th>
<th>IPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>GD</td>
<td>0.000353</td>
<td>0.000355</td>
<td>0.000336</td>
</tr>
<tr>
<td>SP</td>
<td>0.0036</td>
<td>0.0040</td>
<td>0.0034</td>
</tr>
<tr>
<td>CT</td>
<td>2.402</td>
<td>0.076</td>
<td>2.123</td>
</tr>
</tbody>
</table>

Table 2 The comparison of optimize test function results of three algorithms

According to the results obtained in Table 2, the IPSO algorithm GD is significantly better than NSGA II and MOPSO GD, and the optimal front-end distance between the non-inferior solution and the real Pareto decrease by 4.8% and 5.4% respectively. SP is to evaluate the distribution of the solution set in the target space by calculating the distance change between each individual and neighbors individual, and the smaller the value, the better the distribution. Table 2 shows that the SP value of IPSO is minimal, indicating that the distribution of non-inferior solutions of IPSO algorithm is more uniform than that of the other two algorithms. For computed time CT, IPSO takes less time than NSGA II in the process of running, but it is more time-consuming than the MOPSO algorithm. The reason is that the improved algorithm is not searched by equal step length in the search process, and the standard PSO algorithm is searched by equal step length and in a single direction. Obviously the IPSO algorithm takes more time than the standard PSO algorithm, but the time spent in IPSO is also within the allowable range. To sum up, through the GD and SP performance compared with other algorithms, the algorithm proposed in this paper is proved to be feasible and effective, is an important method to solve the multi-objective optimization problem.

4. Conclusions

This paper presents a chaotic adaptive Improved Particle Swarm optimization algorithm(IPSO). The algorithm uses chaos theory and adaptive adjustment strategy to optimize the parameters in PSO algorithm, overcame the precocious convergence of PSO algorithm, and improve the convergence speed, so that The dispersion of the solution set is better. The experimental results of three standard test functions show that when the algorithm proposed in this paper is used to solve the multi-objective problem, the obtained
non-inferiority solution can approach Pareto optimal solution set and distribute evenly. Comparing the proposed algorithm with other algorithms, the IPSO algorithm has better performance.
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